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 انًهخص

 

ا نلأفراد ٔانشركاث. في الالخصاد انعانًي انيٕو ، أصبح  ًً نطانًا كاٌ انخُبؤ بالأسعار يٕضٕعًا يٓ

سٕق الإَخرَج ْٕ انًعيار انجذيذ ، يًا زاد يٍ انحاجت إنى حطبيماث جذيذة دليمت ٔسٓهت الاسخخذاو 

في انخُبؤ بسعرِ. َخٕلع أٔلاً  نهخُبؤ بالأسعار. انٓذف في دراسخُا ْٕ فحص أًْيت صٕرة انًُخج
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. ٔثاَياً ، َصًى Transfer Learningأسعار انعماراث باسخخذاو بياَاث انصٕرة فمط عٍ طريك ال

ًَٕرجًا ْجيُاً جذيذاً يسخغم انسًاث انعذديت ٔصٕرة انًُسل يٍ أجم انخُبؤ بانسعر بذلت أعهى. َجح 

 . 0..1ى ًَٕرجُا انٓجيٍ في حمذير ليًت انًُازل بذلّ حصم ان

انشبكاث انعصبيت انعًيمت ، الاَحذار ، انخُبؤ بالأسعار ، انرؤيت انحاسٕبيت ، انكهًاث انًفخاحيت:

الأَظًت انٓجيُت

 

 

ABSTRACT 

 

Price prediction has always been a crucial topic for individuals and 

businesses. In today’s new global economy, the internet market has become 

the new norm, raising the need for new accurate user-friendly price 

prediction applications. In our study the aim is to examine the significance 

of product image in its price prediction. We first predict real estate prices 

using image data only utilizing transfer learning. And second we design a 

new hybrid model that exploits both numerical and image attributes of a 

house listing in order to predict the price with higher accuracy. Our hybrid 

model successfully estimated the value of houses with a R2 of 0.91. 

Keywords: Deep Neural Networks, Regression, Price Prediction, Computer 

Vision, Hybrid Systems 
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1. INTRODUCTION  

 

Any product on sale is presented on a website using: a textual description, 

a product specifications table and several images, showing the purchasable 

item from different angles and views. In this study we aim to contribute to 

the growing area of computer vision research by exploring the importance of 

image data on the price prediction accuracy. This paper adds to the current 

literature by offering a hybrid deep learning system that employs the given 

numerical and image data to predict the price of real estate listing with high 

accuracy. The objective of this paper is to further investigate the significance 

of utilizing image data on price prediction accuracy. By far, the currently 

most popular methods of price estimation used in research are the tree-based 

approaches. This is due to the high accuracy and stability achieved using 

these approaches, the downside though, is that its use is limited on numerical 

and categorical data. Our goal is to use Random Forest (RF) on numerical 

and categorical data together with Transfer Learning to design a new hybrid 

model that can deliver highly accurate price estimations. The overall 

structure of the study takes the form of six sections, including this 

introductory section. Next, is a literature survey covering the latest research 

in this field. The third section explains the research design and the 

experiments conducted in this study followed by a presentation of the 

experimental results in section four. Section five gives a detailed analysis of 
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the obtained results. Lastly, the conclusion summarizes the findings of the 

research and identifies areas of further research.  

2. LITERATURE REVIEW 

  Much of the current literature has investigated the use of Support Vector 

Machine (SVM), regression trees, linear regression, and deep learning 

networks to solve the famous regression problem of price prediction, as for 

instance in [1–3]. Random Forest (RF), a popular tree-based regression 

technique, was confirmed to have the highest price prediction accuracy in 

[4]. [3] has shown that linear regression models generally achieve lower 

accuracy. As opposed to more complex machine learning techniques, like 

RF for example, which can predict 

prices very close to the true value but with the cost of a higher time 

complexity. 

The fundamental building block that allows the prediction of product prices 

using images is Convolution Neural Networks (CNN). In convolution a set 

of filters is repeatedly applied on an image to obtain a feature map, which in 

turn shows the location and strength of a feature in the given input. Due to 

the high capability of CNN to learn a broad number of filters in parallel, 

distinct features can be identified anywhere on the image. 

Hence, this study aims to design a hybrid system that estimates the price of 

real estate using both numerical and visual data input, as we believe it will 

achieve high accuracy predictions. 
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Previous studies have greatly encouraged the use of RF for price prediction, 

considering its robust and universal performance and its feature extraction 

property. Another research [4], attempted the prediction of car prices in three 

different models: model for a certain car make, model for a certain car series 

and a universal model. The regression techniques used were RF and linear 

regression. RF showed better performance in the universal model, while the 

linear regression achieved slightly better results for certain car make and 

certain car series models compared to RF. Other studies like [5] took a the 

comparison approach and applied their experiment using the following three 

models: RF, Gradient Boosting Machine (GBM), and SVM. The findings 

showed that the tree-based approaches,RF and GBM are more accurate and 

reliable. 

Some studies have examined the compound effect of several machine 

learning techniques combined together. In [1] for example, RF, SVM, and 

Artificial Neural Networks (ANN) are tested for price prediction of cars both 

individually and as a hybrid system. The outcome of the experiment showed 

that any of the aforementioned techniques achieved less than 50% accuracy 

if used individually. On the other hand, the ensemble of the the three 

machine learning techniques scored an average of 87.38%. The strength of 

hybrid systems is featured in [6], where a combination of GBM and Lasso 

Regression is used to reach best accuracy. Hybrid systems have the ability to 

accomplish better results, but with the disadvantage of a more complicated 

design and a larger time complexity. 
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Recently, a deep learning model called ”PriceNet” was presented with the 

purpose of predicting prices of bikes and cars using visual data only [4]. 

This architecture main body is composed of convolutional and pooling 

filters and is terminated with a fully connected layer. Compared to Transfer 

Learning and Linear Regression, which were also tested in this research, 

”PriceNet” accuracy exceeds both. 

A 2016 research paper [7], proposed CNN model composed of a four node 

layer and tested it on image and numerical data to prove that a mixed data 

model can predict prices with higher accuracy than a numerical data only 

model. Another finding of this paper was that Neural Networks perform 

better than SVM in price prediction problems. On top of that a new data set 

was collected, which we used in this study to perform our experiments. 

In summary, this literature survey verifies that tree- based approaches like 

RF and GBM offer the most 

accurate and robust price prediction results for numerical and categorical 

data input. As for price estimation using visual data, CNN should be applied 

for best results. Thus, this paper aims to investigate the possibility to 

combine the aforementioned techniques to improve the prediction outcome. 
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3. METHODOLOGY

 

3.1 Data Preparation and Analysis 

 For the first experiment two data sets were tested. The first is the California 

Houses data set obtained from [7], which consists of more than 500 data 

points. The second is the Brazilian Houses data set, which is provided by 

Kaggle [8] and contains around 12 million Brazilian house listings. 

Inside the California Houses data set, a house has five numerical attributes 

and four images, which are: 

the number of bedrooms, the number of bathrooms, the area of the house, 

the zip code of the location, the price of the listing, a frontal view image of 

the house, an image of the bedroom, an image of the kitchen, and an image 

of the bathroom. Fortunately, the data set was complete with absolutely no 

missing values. Nevertheless, the size of the data set was too small for our 

deep learning application, so we augmented the data set to increase the size 

to 2000 records. The transformations used were: crop, flip, gaussian blurr, 

rotate, and scale. The next preparation step was to divide the data into a 

numerical sub data set and a visual sub data set. The following step was to 

combine the four images representing each house in one image, as shown in 

Figure 1. This is important to avoid complexity of the network, which in turn 

can affect the accuracy of the output. Finally, all images were resized to 

224x224 pixels as required by the SqueezeNet model. 
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In the second data set, on the other hand, each house listing has a total of 24 

attributes: id, floors, rooms, created on, collected on, property id, operation, 

property type, place name, place with parent name, country name, state 

name, geonames id, currency, description, title, lat lon, lon, lat, surface 

covered in m2, surface total in m2, expenses, price, house image.   

 

 

 

 

Figure 1:The four images of a house pasted together in a single tiled image. 

The number of data records in the  second data set is huge, more than 12 

million, which is favorable for deep learning experiments. But the data set 

was incomplete with a lot of missing and redundant values. Given the large 

volume of data, the first preparation step was choosing a random sample of 

5000 data points to represent the entire data set. The next step was to 
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eliminate columns containing text, GPS coordinates, or dates, which were: 

place name, place with parent name, description, title,lat lon, lon, lat, 

geonames id,created on, collected on. As these attributes are irrelevant to our 

study. Next, columns with constant values were dropped(country name, 

currency and operation). Because these add unnecessary complexity without 

providing any new information and can bring about unexpected results. 

Finally, columns and rows with lots of missing values were removed. The 

final result was a data set consisting of eight features,namely: id, rooms, 

state name, property type, surface covered in m2, price, and house image. 

And once more the visual data was separated from the numerical data like in 

the previous data set. 

 

3.2 Research Approach In our study, we conducted two different 

experiments. The objective of the first experiment is to test the 

prediction accuracy of the system for only image input, using the two data 

sets presented in the previous 

section. The goal of the second experiment is to test our designed hybrid 

model estimation accuracy. In order to predict house prices using visual data 

only in the first experiment, transfer learning technique is used. We trained 

the SqueezeNet model presented by [9] on both of the data sets, after 

replacing the output layer with one fully connected layer and a single layer 

activation output to suit our regression application Figure 2.  
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Originally, SqueezeNet was designed as a compact alternative for AlexNet 

presented in [10]. We chose this model for our application, due to the fact 

that it has about 50 times fewer parameters and is three times faster than 

AlexNet, while it maintains almost the same accuracy. The main component 

of the SqueezeNet network is the fire module, which is repeated inside the 

network. 

Adding on the previous experiment, the second experiment creates a hybrid 

system using the SqueezeNet trained before and RF network. To combine 

both regression networks statistical methods need to be used. Traditionally, 

either Mean Predicted Valueor Median Predicted Value , which can be 

weighted or unweighted, are utilized for this purpose. For gaussian or nearly 

gaussian distributions the Mean Predicted Value is applied, otherwise if the 

distribution is unknown the Median Predicted Value is used. Since our 

model aims to combine only two prediction from the SqueezeNet and the RF 

networks, we used Mean Predicted Value to calculate the final result of the 

system, as shown in Figure 3. 
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Figure 2:SqueezeNet Flow Diagram. 
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Figure 3: Hybrid System Diagram. 
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4. RESULTS 

4.1 Evaluation Metrics 

  The choice of a loss function in a Deep Learning experiment is always a 

very important decision to make. In our experiments, we chose the Mean 

Squared Logarithmic Error (MSLE) as the loss function as shown by the 

equation below. 

 

        
  

 
∑

 

   

                         

 

The main reason for choosing the MSLE, is that the MSLE focuses on the 

percentual difference between 

the log of the actual and predicted values. This allows for a less strict 

training for a model dealing with large predicted values, as in our case. 

On top of that, we calculated the R2 value to give a better perspective of the 

system performance, as well as to make the comparison with previous 

models easier and clearer. R2 or the coefficient of determination measures 

the variance between the true values and the predicted values as in the 

equation below. R2 values fall between zero and one, where zero means 

random predictions and one means perfectly correct prediction. In practice, a 

score of a perfect one is never achieved but the closer the R2 value is to one 

the better the performance. 
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4.2 First Experiment 

 Despite the abundance of data records in the Brazilian Houses data set, it 

actually resulted in randomly predicted house prices. The MSLE was 0.9, 

while the R2 was nearly zero. Thus, we did not use this data set in any 

further experiments. The reasons for this extremely low accuracy to the 

extend of random results is discussed in detail in the next section of this 

paper. 

On the contrary, the California Houses data set results were rather very 

good. The MSLE was 0.06 and the R2 was 0.89 during training. During 

testing the results obtained were MSLE of 0.075 and R2 of 0.78 as in Table 

1. If we compare the results of the two data sets used, we see that data 

quality and preparation plays a crucial role in the accuracy of price 

prediction using images. 

Table 1: Results of first experiment using California Houses data set. 

Error  Training Testing 

MSLE 0.04 0.075 

R² 0.89 0.78 
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4.3 second Experiment 

  Table 2 below shows the results obtained by the hybrid system presented in 

this study. It achieved a MSLE of 0.05 and R2 of 0.91, which is impressive 

for a case as complex as house price prediction. This outcome shows that the 

SqueezeNet subsystem and the RF subsystem each extracted different 

features, which explains the increase in accuracy of the joined subsystems in 

the hybrid model. 

Table 2:Results of second experiment.. 

Error Squeez

e-Net 

RF Hybrid 

Syste

m 

MSLE 0.075 0.01 0.05 

R² 0.78 0.86 0.91 

 

 

 

 

5. DISCUSSION 

 5.1 Analysis of First Experiment 

 As shown in the previous section, the first experiment using the Brazilian 

Houses data set yielded a MSLE of 0.9. This high prediction error can be 
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explained by the fact that the images provided by this data set were random, 

consequently the price predictions were random too. For instance, one 

record may present the exterior of the house, while another may show an 

image of the interior of the property Figure 4. It is not specified what part of 

the property listed, will the image represent. Thus, it was impossible for the 

SqueezeNet model to learn significant features, that in turn will help the 

model predict the price during testing. This analysis was confirmed by the 

fact that the California Houses data set successfully predicted the house 

values with low prediction error. 

 

 

 

 

Figure 4: Description Is Placed Right Below The Figure 

 

 

The California Houses data set represents each house with four images. The 

four mages are of: the 

bathroom, the bedroom, the living room, and a frontal view of the house. 

During data preparation these four images were tiled together in one image 
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in the mentioned order. Therefore, the deep learning network was able to 

predict the prices with much higher accuracy than it did with the Brazilian 

data set. The results of this experiment suggest that the model represented by 

[11] can perform price prediction with high accuracy if the data provided is 

consistent. Specially, that the original experiment conducted by [11] used 

two data sets, where all the products were presented in a side view on a 

white background. Obviously, the Brazilian Houses data set did not fulfill 

this requirement, which explains the poor performance of the model on this 

data set and the high accuracy on the California Houses data set. 

 

 5.2 Analysis of Second Experiment 

 Our proposed hybrid system achieved remarkable results as shown in Table 

2. The hybrid system has accomplished a higher accuracy than that of the 

SqueezeNet subsystem or the RF subsystem. This demonstrates that each 

data type used in each of the subsystems holds different features about the 

product. so when each data type is trained separately on then both 

subsystems are combined together a higher accuracy is achieved. The model 

introduced by [7] has achieved an R-squared of 0.92, while our system has 

achieved an R-squared value of 0.91 using the same data set,as shown in 

Table 3. Obviously our model has a slightly lower accuracy, but it has better 

scalability than the simple CNN presented in [7]. Thus, we believe our 

model can achieve even better results than the current ones, given a larger 

data set than the one used in this study. 
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Table 3: Center Table Captions Above The Tables. 

Error Our 

Model 

Model in 

[7] 

R² 0.91 0.92 

 

 

6. CONCLUSION 

This paper has argued that it is of great value to include image data in the 

process of price prediction. And in the case study of real estate listings two 

experiments were conducted. The first was to test the price prediction 

accuracy using image data only and the second was to test the accuracy of 

the proposed hybrid model. The results of this research have proved that the 

price of houses can actually be predicted from image data with satisfying 

accuracy. Another finding is that the through preparation of the data is key 

to obtaining the desired accuracy outcome. Therefore, the limitation of this 

study is that the data must follow a predefined format as in the California 

data set. Otherwise, a random set of images will only result in a random 

price prediction as shown by the Brazilian Houses data set in the first 

experiment, where the R-squared value was almost zero. 

In our work, the results achieved by the proposed hybrid model support the 

findings of previous literature and prove the importance of the exploitation 
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of image data for better price prediction accuracy. The presented hybrid 

model successfully achieved a MSLE of 0.05 and a R-squared value of 0.91, 

which exceeds the accuracy rate of either the RF subsystem or the 

SqueezeNet subsystem when used singularly. 

This research has thrown up many questions in need of further investigation. 

For instance, the hybrid model could be tested against a data set of a 

different product. Also, it might be of a great value to research the ability to 

predict the price of multiple products, which appear simultaneously in the 

same image. Another way to extend this research would be to try to train the 

model to recognize the product in any view and still be able to predict the 

price correctly, which is as mentioned earlier the current limitation of this 

work. On top of that, to be able to investigate this topic further, it is highly 

recommended to collect a new large data set suited 

for this study. As one of the obstacles faced during this research is finding a 

proper data set. 
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